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Big Bang Transformer Model Progress超对称



Big Bang Transformer Model Progress

BBT-1： 1 Billion Financial Model；Released

• Eight benchmark datasets

• Eleven downstream tasks API

• Knowledge Graph

超对称



Big Bang Transformer Model Progress

BBT-2： 12 Billion Model；Training Done; 6 Models Releasing 

• BBT-2-12B-Text : General model ；70B token trained

• BBT-2-12B-Text+Finance : Finance model

• BBT-2-12B-Text+Code: Coding model

• BBT-2-12B-text+Code-SFT : Instruction fine-tuning model

• BBT-2-12B-Diffusion: Text to Image 

超对称

BBT-3： 100 Billion Model；Developing; 3 Models to release 

• BBT-3-Text+Finance+Code general model：1000B tokens including general data of CH and EN,

financial data,code data, scientific data

• BBT-3-Science : Training scientific paper data based on general model

• BBT-3-SFT-RLHF : Instruction fine-tuning and reinforcement learning model



Big Bang Transformer: 70B Large Language Model 
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• GPT Decoder only Architecture 

• Unified pretraining: Finance, code, scientific 

data, General Chinese, General English



BBT Corpus 

Finance-Chinese Code Corpus-
Ch/EN

Scientific papers
And books-English

General-Chinese General-English

1T 500G 500G 1T 1T 

4T Corpus 1000B Tokens  



BBT-1B Pretaining: Source prompt 

Source prompt brings large improvement in performance 



BBT-7B: Llama Architecture and Benchmark



▪ Code Corpus:
▪ Github code repositories 50 Millions
▪ CSDN blogs 90 Millions 

CodeBBT : Text2Code and Code Interpreter



From Hopfield Network to ChatGPT 
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Transfer learning: key mechanism for pretraining language models



Transfer Learning: Masked Language Model 

BERT: Pre-training of deep bidirectional transformers for language understanding (Devlin et al., 2018).

BERT Architecture: Encoder 
only 



Pretrain–finetune

Task specific models

Sentiment analysis

Translation: En → De

Commonsense

Topic classification

Translation: En → Fr

Toxicity

Summarization

Generation

SciBERT

Downsides:

● Need new dataset for each task

● Need to train model for each task

● Each model performs only one 

task

● Models don’t leverage transfer 

learning among tasks



GPT-3: Why is next-word-prediction a big deal?

Few-shot prompting: ability to 
leverage natural language instructions

Language models are few-shot learners (Brown et al., 2020).



Origin of GPT Series 

Generating Reviews and Discovering Sentiment (Sutskever et al., 2022).



Emergent Abilities of Large Language Model 

Definition of Emergence in “More 
Is Different” by Nobel prize-winning 
physicist Philip Anderson (Anderson, 
1972): 

● Emergence is when quantitative 
changes in a system result in 
qualitative changes in behavior. 

● a focused definition of emergent 
abilities of large language models: An 
ability is emergent if it is not present 
in smaller models but is present in 
larger models. 

 

Emergent abilities of large language models (Wei et al., 2022).



Instructions-based finetuning

Finetuned language models are zero-shot learners (Wei et al., 2021).



Chain-of-thought prompting

Chain-of-thought prompting elicits reasoning in large language models (Wei et al., 2022).



Scaling laws: Mechanism for Emergence 

Scaling laws for neural language models (Kaplan et al., 2020).



Scaling laws: Can Be Very Predictable



What Language models learn from next-word-prediction 



Symmetry Breaking in Dissipative Systems  

• “ if we are looking at a single level of complexity in this 
hierarchy, it is via a process of symmetry breaking that the state 
of a large system composed of many entities might not follow 
the rules of the fundamental laws that the entities themselves 
follow. Hence, the appearance of new properties is intimately 
linked with the disappearance of the symmetries of a system, 
be they spatial, temporal, informational, etc. ” --P. W. 
Anderson 

[2] Nicolis G, Prigogine I. 1977Self-organization in nonequilibrium systems: from dissipative structures to order through 
fluctuations. New York, NY: Wiley.

• Dissipative System: a thermodynamically 
open system far from equilibrium 

• Isotropic symmetry is broken 
• Interaction exhibit long range correlation  



Theory :  The Cortex and the Critical Point 

23The Cortex and The Critical Point (Johe Beggs)

2nd order transition 
(continuous )



Theory :  The Cortex and the Critical Point 

24The Cortex and The Critical Point (Johe Beggs)

Ising model

Two possible states:

Represent spin
of individual 
particles

Scale-free properties
Which snapshot is which temperature?

Subcritical
(cold)

Critical
Supercritical

(hot)

Power law



Theory :  Statistical Mechanics of LLM 

25

Renormalization mechanism for LLM: 
1. Control parameter and Order 

Parameter 
2. Critical exponents 
3. Critical processes: how phase change 

happens 

Statstical Mechanics of Neural Network (Haiping Huang)



AI for science discovery 

26
Nobel Turing Challenge creating the engine for scientific discovery (Hiroaki Kitano)



GPT-4: The Sparks of AGI
GPT-4: Is this real intelligence? Can we discover new science ? 

Sparks of Artificial General Intelligence: Early experiments with GPT-4 (Sebastien et al., 2023)



Nobel Turing Challenges: AI for scientific 
discoveries 

28
Nobel Turing Challenge creating the engine for scientific discovery (Hiroaki Kitano)



Autonomous Scientific Research by LLM

29Emergent autonomous scientific research capabilities of large language models(Daniil et al., 2023)



Autonomous Scientific Research by LLM

30Emergent autonomous scientific research capabilities of large language models(Daniil et al., 2023)



Model The Physical Reasoning Processes   

31
Discovering physical concepts with neural networks (Raban et al., 2020)



The latent neurons store physical information  

32
Discovering physical concepts with neural networks (Raban et al., 2020)



Origin of GPT Series 

Generating Reviews and Discovering Sentiment (Sutskever et al., 2022).



Reasoning Agent: TOT, Planning, Memory  

https://lilianweng.github.io/posts/2023-06-23-agent/



Challenges for Science LLM: Tokenization

Galactica- A Large Language Model for Science(Lecun et al., 2022).



Challenges :  Time Series Mapping to Concepts  
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PINN and LLM 
• PINN: physics-inspired 

neural network 

• Unified training of PINN 
and language model

• Can Language model 
understand existing physics 
laws and discover new laws  

37



The literature presents an extension of wave function Ansatze, FermiNet, a neural network based on a representation of the wave function 

guided by the quantum mechanical variational principle alone. Without reference to experimental data, FermiNet predicts electronic ground 

states in condensed matter without a priori knowledge of the system. []

Cassella G, Sutterud H, Azadi S, et al. Discovering quantum phase transitions with fermionic neural networks[J]. Physical Review Letters, 

2023, 130(3): 036401. 

PINN and LLM 



BBT-Science: LLM for Scientific Discoveries

39

BBT-Science is trained on 
BBT-100B with 100 million 
scientific papers to enable 
scientific discoveries on 
physics, math, chemistry, 
biology, etc
1. Fast and accurate 

knowledge search 
2. LLM to provide new ideas 

in the frontier of research 
areas 

3. LLM to provide insights 
from multidiscipline 
perspectives 



Particle Physics LM: Accelerate Productivity  

Knowledge
Experiment 
design and 
simulation 

Experiment 
construction and 

execution 

Generate data Data mining 
Generate new 

knowledge



Particle Physics Knowledge Domains 



Training Datasets : Particle Corpus 



Code Interpreter for Data analysis of Reconstruction 

Use code interpreter to establish a generic track classifier:  group the recorded measurements or
hits for each event into tracks, sets of hits that belong to the same initial particle. A solution must 
uniquely associate each hit to one track.

Hit id, event id, track id, module, layer, detector, initial momentum, initial position, particle id



A Unified Data Analysis Layer 

An Unified Data Analysis Layer by Code Interpreter
 for nonstop-higher-dimensions data analytics using unsupervised learning 

Particle LLM

PandaX LUX Wukong BES LHAASO CMS ATLAS G2

Reasoning 
Agent to 
execute 

deduction 
out of 

data and 
LLM



Benchmark for Particle LLM

Particle LLM Benchmarks : 
▪ Cover all theoretical and experimental particle physics research areas and experiments 
▪ Data analysis result integrated with reasoning of language model 
▪ Anomalies shown in data analysis within the standard model framework
▪ Gauge by the confidence level of data analysis result 
▪ Bring in peer review for quantifying the performance of LLM 

Hadronic PhysicsNew Physics 



Building the Strongest Reasoning Machine 

Framework
 

▪ High quality training corpus : scientific books, papers, wiki, IPs 
▪ Benchmark: for new knowledge and innovation, rather than exams 
▪ Reasoning Agent: Chain of Thought to Tree of Thought 
▪ Code interpreter for a unified data analysis layer



BBT Science Corpus : Collect All Human Generated Knowledge  

● 2 Million books 
● 150+ Million papers 
● 100 Million IP
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Push the Boundary of Human Knowledge: 1M Unsolved Problems

▪ We are building a benchmark dataset consisting of 
     1 million science, math, technology, engineering unsolved problems
▪ Computing = Knowledge 
▪ Benchmark by peer reviews 



Conclusions
• LLM for science experiments: search, code and autonomous 

experiments 

• LLM for science discoveries: model physical reasoning process

• Challenges: special tokens 

• Challenges: time series data to concepts 

• Challenges: benchmark Boundary data sets 

• BBT-Science: Foundational LLM model for science discovery  
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